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Abstract

Include an abstract for your project. This should be approximately 300 words.

The abstract is an overview of the work you have done. Highlight the purpose of the work and the key outcomes of the work.

This paper explores the complicated topic of robotic grasping, following a deep learning approach to ‘learn’ a generalised view of grasping to be applied to novel objects.
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# Project Background, Analysis & Process

## Project Description

The aim of this project is to research and apply (in simulation) a deep convolutional neural network for the purpose of detecting successful grasp poses of objects. The project utilises many interesting technologies, from machine learning libraries to robotic middleware. This report’s main job is to explore these technologies in more depth, but it will also cover both the experimental and software engineering processes involved in completing the project.

## Background

* Talk about first paper read on the future of deep learning in robotics. How it mentioned CNN for grasps
* Led to other papers such as… Assessed their use of CNN and the structure of them
* This project interested me because…
* Describe advancement of CNN/Deep learning in robotics and also image work
* Describe how CNNs work and refer to more detailed paper

## Analysis

* Upon analysis – three main tasks to complete problem:
  + Dataset
  + Environment
  + CNN
* Splitting the project into these parts made the most sense
* What options for each part?
* Dataset:
  + Cornell grasp dataset
  + Jacquard
  + ACRONYM
* Environment:
  + ROS was the obvious choice due to previous experience
  + Gazebo also, but options were available such as, OpenRave simulator and GraspIt!
* CNN:
  + Tensorflow
  + Pytorch
  + These two are the main libraries for deep learning / neural networks. I chose tf as I had a small amount of previous experience and was interested in developing that.
* Research questions:
  + Is it possible for a CNN to learn grasp patterns for specific objects?
  + Could this model then be applied to novel objects as a generalised view of grasping from sight?
  + The result will be this model applied in a simple simulation.

## Process

* Feature-Driven Development style methodology
  + As mentioned earlier, there are 3 main tasks to undertake
  + Can be developed over different iterations, gradually increasing the functionality of the program and development of other aspects
* Adapted how??
* Timeline table showing breakdown of tasks and subtasks in each iteration? Gantt chart??

# Experiment Methods

This project poses the question: can robotic grasps be successfully learnt by using a deep learning algorithm? *Chapter 2* will outline the original hypothesis made at the start of the process, and the experiments that were designed to evaluate the aforementioned hypothesis and the success of the project. The supporting software design will be covered in *Chapter 3*.

## Experiment Hypothesis

* Can a robot learn to grasp objects just from input images?
* This approach has been tried before – as mentioned in intro. Quote papers and success. Mention how this differs slightly as only in simulation and using different from norm data.

The hypothesis being investigated in this project is that if a deep convolutional neural network can learn to predict grasps from images, then the trained network can be used to grasp novel objects in simulation. This is functionality is trying to mimic the human intuition and experience that enables us as a species to pick up objects that we may have never encountered. This hypothesis has been tested in other papers, as mentioned in *Chapter 1*, with some reports quoting success rates of up to … This project is not necessarily searching for the most accurate neural network or the most successful grasps; due to time and technical limitations imposed due to the nature of the project (discussed further in *Chapter 3*). However, the expected outcome is a proof of concept that could be further refined to produce better results.

## Experiment Design

* Define what ground truth is
* What is a successful grasp?
* Two main measurements will be taken:
  + Original grasp success in simulation on the grasp dataset
    - The grasp dataset is seen as a ground truth for grasp success
  + Grasp success rate when using the CNN model to calculate the grasps
* Using the original data to create a ground truth success will enable a better evaluation of the CNN performance.
  + A CNN trained on bad data is likely not going to perform as well as one trained on good data.
  + All machine learning model capabilities are limited by the quality of the ground truth.
* The experiment will also evaluate how the model performs on different types of objects. E.g., mugs, balls, chairs, etc. Whether certain objects are easier to learn to grasp for.

### Experiment Outline

The aim of this project is to test this hypothesis through experimentation in simulation. This will involve writing software and handling different data, further discussed in *Chapter 3*. The software and data will be used to test the hypothesis by taking the following two measurements:

* Evaluation of the ground truth.
* Evaluation of the trained network.

Before describing the experiments to take these two measurements, I must define two things within the scope of this project:

* What is a successful grasp?
* What is a ground truth?

Perhaps most importantly, for the purpose of this project, I will be defining a successful grasp as a combination of two factors. Furthermore, I will also be recording semi-successful grasps that come close to picking up the object (e.g., if the object is thrown to the side). The two factors that are going to be considered for grasp success are: gripper closure, and object movement within the camera frame. This will be further explained in the Design section of *Chapter 3*.

A ground truth in the field of machine learning is the ‘reality’ that the model is attempting to predict, in this case the ground truths are successful grasp patterns for specific objects. The ground truth is dictated by the input data for a model; hence, the capability and efficacy of all machine learning models is directly linked to the quality of the ground truth. This project is making use of the ACRONYM dataset, as discussed in *Chapter 1.3*, which contains grasp and object information in relation to the ShapeNetSem object database. This grasp dataset is then considered to be the ground truth for these experiments.

As stated before, the training data for a neural network directly impacts the trained output; therefore, it is necessary to determine the quality of the dataset that is being used. The ACRONYM grasp dataset does contain information on the success of each grasp from their physics simulator; however, this does not necessarily mean the labelled grasps will work in this project’s simulation. Therefore, it is essential to conduct an experiment to ascertain the accuracy of the grasps stated in the dataset within the project simulation environment, evaluating the ground truth of the scenario, thus allowing a comparison to the accuracy of the neural network.

### Ground Truth Evaluation

The ground truth experiment will be simple. The objects named in the dataset (a description of how this is produced is in *Chapter 3*) will be spawned into the Gazebo environment and each grasp labelled for that object will be attempted three times. Repeating the test enables an average success rate to be taken for both the different objects and the dataset as a whole.

* Extrapolating from a tested subset due to lack of time to test all grasps?

### Trained Neural Network Evaluation

The experiments to evaluate the efficacy of the trained neural network model will be similar to that of the ground truth data. The pipeline for this evaluation is shown in F*igure 1*. Firstly, a random model from the ShapeNetSem database is spawned into the Gazebo simulation. An image of the object will be generated from the camera in the environment and fed into the trained model, outputting the predicted grasp. This prediction will define a transform from the object, which will then be used to attempt the grasp. The grasp success will be monitored and recorded; looking for partial gripper closure and the object to be moving up in the camera frame for a fully successful grasp. This pipeline, as in the ground truth evaluation, will be repeated three times to enable the taking of an average, thus decreasing the likelihood of outliers in the results.

Spawn a random model

Generate grasp pose from image

Attempt the grasp

Evaluate the successfulness of the grasp

Figure 1: The pipeline for evaluating the trained neural network in simulation.

### Experiment Results

There will be two ways to evaluate the results of the project’s experiments:

* Looking at the average success rate of all objects.
* Looking at the category of object the model performs best on.

The first of these two options best evaluates the initial hypothesis laid out originally, as it focusses on the generalisation of the model and its ability to predict grasps for all kinds of objects. A high average success rate would show that the model (or a similar one) could be robust enough to be applied in many scenarios. On the other hand, a low success rate could be the result of different factors, such as: a low-quality ground truth, an incorrectly setup simulation environment, or a poorly built convolutional neural network.

The second option could perhaps be more interesting in the situation where the grasp success rate is mid-ranged (i.e., 40% - 60%). This is because in this situation the model appears to be working well to some degree; however, we might assume that some types of objects are holding it back. Looking at the success rate of the different category of objects could enable this to be fixed in future iterations of the project. There could be many reasons why some objects have a higher grasping rate than others, for example, the object is bigger or more complicated; therefore, will naturally be harder and more awkward to pick up. The object could even be too large for the gripper on the robot, though this can be mostly mitigated during this project due to its simulated nature.

By using both of these evaluation methods, we can generate a good assessment of how successful the model is performing, how it can possibly be improved, and how correct the original experiment hypothesis was.

# 

# Software Design, Implementation and Testing

* Describe what this chapter is about:
  + The design of different aspects
  + The implementation of the main aspects and the issues that arose during this process
  + How the implementation is tested, both observationally and automated unit testing

This chapter covers the three different stages for completing the supporting software for the experiments. Firstly, the design stage for assessing the requirements and designing the different elements. Secondly, the implementation of those features, also mentioning the problems faced while writing the software. Finally, the testing stage to try to ensure that the software and the data are correct so that the experiments run smoothly.

## Design

### Overall Architecture

* Two main design areas for the project:
  + The simulation and evaluation environment in ROS/Gazebo
    - The environment and robot manipulator
    - Important/specific algorithms
    - ROS node graph / interaction
    - Evaluation pipeline – sequence diagram?
  + The Tensorflow DCNN
    - CNN model structure
    - Integration and use in simulation
    - Preparation of dataset / pipeline of data
* Requirements table

### Some detailed design

#### Even more detail

### User Interface

### Other relevant sections

Technologies used:

* Languages:
  + Python 2 & 3 for ROS and tensorflow respectively
  + C++ also for ROS
  + BASH script for SCW
* Tensorflow for the CNN
* ROS / Gazebo for simulation
  + OpenCv for image manipulation + depth detection
  + ROS services / actions

## Implementation

Issues:

* Panda robot didn’t want to grip things so changed to fetch robot which I knew worked in my environment

## Testing

### Overall Approach to Testing

### Automated Testing

#### Unit Tests

#### User Interface Testing

#### Stress Testing

#### Other Types of Testing

### Integration Testing

### User Testing

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Test No. | Description | Expected Outcome | Actual Outcome | Pass |
| T1 |  |  |  |  |
| T2 |  |  |  |  |
| T3 |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |

# Results and Conclusions

## Ground Truth Success

## Model Loss and Accuracy

* Show graph and discuss both implementations

## Model Success in Simulation

* Discuss affect of different objects for detecting grasps
  + Which are easier?

# 

# Critical Evaluation

Examiners expect to find a section addressing questions such as:

* Were the requirements correctly identified?
* Were the design decisions correct?
* Could a more suitable set of tools have been chosen?
* How well did the software meet the needs of those who were expecting to use it?
* How well were any other project aims achieved?
* If you were starting again, what would you do differently?

Other questions can be addressed as appropriate for a project.

The questions are an indication of issues you should consider. They are not intended as a specification of a list of sections.

The evaluation is regarded as an important part of the project report; it should demonstrate that you are capable not only of carrying out a piece of work but also of thinking critically about how you did it and how you might have done it better. This is seen as an important part of an honours degree.

There will be good things in the work and aspects of the work that could be improved. As you write this section, identify and discuss the parts of the work that went well and also consider ways in which the work could be improved.

In the latter stages of the module, we will discuss the evaluation. That will probably be around week 9, although that differs each year.
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# Appendices

The appendices are for additional content that is useful to support the discussion in the report. It is material that is not necessarily needed in the body of the report, but its inclusion in the appendices makes it easy to access.

For example, if you have developed a Design Specification document as part of a plan-driven approach for the project, then it would be appropriate to include that document as an appendix. In the body of your report you would highlight the most interesting aspects of the design, referring your reader to the full specification for further detail.

If you have taken an agile approach to developing the project, then you may be less likely to have developed a full requirements specification. Perhaps you use stories to keep track of the functionality and the ’future conversations’. It might not be relevant to include all of those in the body of your report. Instead, you might include those in an appendix.

There is a balance to be struck between what is relevant to include in the body of your report and whether additional supporting evidence is appropriate in the appendices. Speak to your supervisor or the module coordinator if you have questions about this.

* 1. Third-Party Code and Libraries

If you have made use of any third-party code or software libraries, i.e. any code that you have not designed and written yourself, then you must include this appendix.

As has been said in lectures, it is acceptable and likely that you will make use of third-party code and software libraries. If third-party code or libraries are used, your work will build on that to produce notable new work. The key requirement is that we understand what your original work is and what work is based on that of other people.

Therefore, you need to clearly state what you have used and where the original material can be found. Also, if you have made any changes to the original versions, you must explain what you have changed.

The following is an example of what you might say.

**Apache POI library** – The project has been used to read and write Microsoft Excel files (XLS) as part of the interaction with the client’s existing system for processing data. Version 3.10-FINAL was used. The library is open source and it is available from the Apache Software Foundation [5]. The library is released using the Apache License [6]. This library was used without modification.

Include as many declarations as appropriate for your work. The specific wording is less important than the fact that you are declaring the relevant work.

* 1. Ethics Submission

This appendix includes a copy of the ethics submission for the project. After you have completed your Ethics submission, you will receive a PDF with a summary of the comments. That document should be embedded in this report, either as images, an embedded PDF or as copied text. The content should also include the Ethics Application Number that you receive.

* 1. Code Samples

This is an example appendix. Include as many appendices as you need. The appendices do not count towards the overall word count for the report.

For some projects, it might be relevant to include some code extracts in an appendix. You are not expected to put all of your code here - the correct place for all of your code is in the technical submission that is made in addition to the Project Report. However, if there are some notable aspects of the code that you discuss, including that in an appendix might be useful to make it easier for your readers to access.

As a general guide, if you are discussing short extracts of code then you are advised to include such code in the body of the report. If there is a longer extract that is relevant, then you might include it as shown in the following section.

Only include code in the appendix if that code is discussed and referred to in the body of the report.

Random Number Generator

The Bayes Durham Shuffle ensures that the pseudo random numbers used in the simulation are further shuffled, ensuring minimal correlation between subsequent random outputs.

// Some example code here…

Custom tensorflow code?